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Abstract: Controller Area Networks (CAN) are the backbone for communication among devices in modern automobiles. 
Although CAN bus is reliable, simple, low-cost, and low-power, which are desirable traits for embedded systems, it suffers 
from many security vulnerabilities.  Unfortunately, security solutions for general purpose computers and networks do not 
generalize to CAN. First, many security solutions cannot be adopted by the automobile industry because they do not abide 
by constraints such as cost, real-time requirements, and backward compatibility. Furthermore, almost all the current 
proposed solutions violate one or more practical constraints of CAN, and so will be difficult for the automobile industry to 
adopt.  Second, current research works in securing CAN only address a small subset of security vulnerabilities. We have 
developed a secure CAN protocol called SecCAN that uses lightweight encryption and message authentication using 
segmentation based shared secret group keys. Experiments with simulation and real ECU testbed show that our proposed 
protocol can effectively prevent masquerade and replay attacks. 
 
Keywords: in-vehicle network security, CAN bus, embedded system network, vehicle security, controller area network 

1. Introduction 

A modern automobile consists of mechanical parts (such as the engine, chassis, brakes, etc.) that are controlled 
by software running on small embedded computers called Electronic Control Units (ECU). These ECUs are 
responsible for performing specific functions such as cruise control, deploying airbags during collisions, etc. In 
modern vehicles, virtually all operations are controlled by ECUs. For the proper functioning of a vehicle, these 
ECUs communicate with each other over a network using the Control Area Network (CAN) protocol. A modern 
vehicle has as many as 70 or more ECUs with millions of lines of code. These ECUs are used for different 
subsystems of a vehicle such as engine control, transmission control, airbags, cruise control, Anti-lock braking 
system, door control, etc. 
 
CAN was built to be lightweight, functional, and reliable, and because of these characteristics has been a 
standard for in-vehicle networks for over two and a half decades. The designers of CAN assumed that all the 
ECUs would function according to their original purposes. However, CAN is not secure and has been shown to 
have many security vulnerabilities. For example, CAN is a broadcast protocol and a CAN message does not have 
a source or destination address and is therefore vulnerable to replay and masquerade attack. Also, CAN is a zero 
driven bus, and a compromised or malfunctioning ECU may take over the bus by continuously sending zeros to 
the bus, thereby disrupting all the communication among the ECUs. Furthermore, some of the ECUs are 
connected to the outside world via wireless or wired networks. For example, an attacker can manipulate the 
brakes in an automobile by wirelessly accessing an MP3 player that is connected to the CAN (Koscher et al, 2010). 
 
Because of the aforementioned vulnerabilities, the CAN bus has the potential to cause a vehicle to operate 
poorly, or even to crash, because braking, acceleration, and steering are increasingly "drive by wire" systems 
managed by the CAN bus. Therefore, attackers can perform various life-threatening activities such as stopping 
the vehicle suddenly on an interstate, accelerating the vehicle abruptly, steering the vehicle left or right, enabling 
the windshield wiper-washer to blind the driver, etc. For example, hackers remotely controlled a Jeep Cherokee 
utilizing a faulty telematic unit and performed various malicious activities such as changing climate control, 
changing the radio station, turning on the windshield wipers, disabling the transmission, etc. (Greenberg et al, 
2015). 
 
Any pragmatic solutions to the security vulnerabilities of CAN must adhere to cost, hard real-time, and 
interoperability constraints. The automobile industry is very competitive, as a result, it is very sensitive to cost 
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increases. For example, if a solution increases the manufacturing cost even by 10 dollars per ECU (a seemingly 
small amount compared to the cost of a vehicle), it would increase the total cost of the vehicle by 700 dollars (a 
typical vehicle has about 70 ECUs). Such solutions are unlikely to be adopted by the auto industry. 
 
We have developed a secure CAN protocol that addresses some of the existing vulnerabilities of CAN and 
prevents masquerade and replay attacks without violating any of the practical constraints. We have tested and 
evaluated our proposed technique using the BUSMASTER simulator as well as in a real testbed. The experimental 
results indicate that our proposed protocol can effectively prevent masquerade and replay attacks. 
 
Our contributions are as follows. We give an overview of CAN and describe its vulnerabilities in Section 2. We 
discuss previous research works for securing CAN with a focus on how they are violating the practical constraints 
required by the current auto industry in Section 3. We present SecCAN, which is a practical secure CAN protocol 
that does not violate any practical constraints in Section 4. Section 5 describes the experiments and presents 
the results that show the efficacy of SecCAN.  

2. Overview and vulnerabilities of can 

CAN bus is a standard designed to enable communication among microcontrollers. CAN is a broadcast based 
shared medium protocol. The company Robert Bosch GmbH has published several CAN specifications (Bosch, 
1991).  The most common specification is CAN 2.0 that the company published in 1991. CAN 2.0 has two variants. 
CAN 2.0A is a standard format with an 11-bit message identifier, and CAN 2.0B is an extended format with a 29-
bit identifier. In 2012, Bosch released CAN FD 1.0 (CAN with Flexible Data-Rate). CAN FD 1.0 is compatible with 
existing CAN 2.0 networks so that CAN FD 1.0 devices can coexist with CAN 2.0 devices. 

 

Figure 1: CAN frame 

2.1 Vulnerabilities of CAN 

Traditionally, the major concerns in the design of CAN have been safety, reliability, and cost, whereas security 
has either been a minor concern or not considered at all. CAN does not have any built-in security support such 
as authentication, encryption, or prevention of Denial of Service (DoS) Attacks. Absent these important features, 
CAN suffers from vulnerabilities that attackers can exploit. Not only does CAN lack security features, but it also 
has features, such as a zero-driven bus, that are inherently easy to attack. The following describes in more detail 
both the features of CAN and features that are absent in the protocol that result in vulnerabilities that can be 
exploited. 

 No source or destination address in CAN Frame 

 No clock or sequence number to prevent replay 

 Zero driven bus 

 No encryption mechanism to encrypt CAN data 

 No protection against malicious firmware or software updates 

 No mechanism to detect a malicious device 

2.2 Constraints and considerations for a secure implementation 

To understand the details of CAN Bus security vulnerabilities, and be able to evaluate possible solutions and 
techniques others have proposed and implemented to-date, certain constraints that any implementation should 
meet to be a viable solution should be understood. 
 
In particular, viable solutions should take into account that CAN Bus is an embedded real-time system in a market 
where cost savings are important. Violating constraints may yield implementations that few are willing or able 
to adopt. Following are the major constraints for implementing security in the CAN bus: 
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 1. Monetary Cost: As mentioned before, the markets utilizing CAN have competition and require the cost 

to be low. This was indeed a major focus the protocol addressed. Adaptations requiring substantial 
hardware changes, whether to fit new designs or to provide substantially more processing power for 
cryptographic operations, must consider the cost increase required. 

 2. Hard Real-time: CAN is utilized in countless real-time environments. To ensure quick responses and 
bounded round trip times, any security mechanisms cannot significantly increase message-transmission 
and/or processing time. 

 3. Interoperability: The length of a frame transmitted in a CAN bus is fixed, as well as the sizes of its fields 
and their position within the frame. Likewise, protocol behaviours, such as its arbitration method, are 
standardized. Solutions that require changes to the protocol’s features or frame layout may make newly 
manufactured devices incompatible with existing CAN networks. Such solutions, unfortunately, will require 
complete re-implementations of existing CAN networks, and therefore, those solutions are not practical. 

3. Related work 

Various literature has been published to demonstrate CAN bus vulnerabilities experimentally. Furthermore, 
several works are published discussing different techniques to overcome the vulnerabilities of CAN bus. The 
techniques that are proposed in various literature are: 

 Adding a MAC computed with the pre-shared secret key 

 Using a counter to count the number of transmitted or received messages 

 Using a counter to handle invalid authentication 

 Encrypting messages 

 Checking the hash value of software 

 Checking the certificate of an ECU 

 Using an intrusion detection system 

Though these techniques solve some of the vulnerabilities of CAN, the implementation of these techniques 
violates some of the constraints of CAN. Figure 2 illustrates and summarizes, from the literature, different 
vulnerability mitigation techniques and constraints that their implementations violate. 

 

Figure 2: CAN vulnerabilities discussed in different literature 
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4. Proposed SecCAN protocol 

The software architecture of a typical CAN implementation is shown in Figure 3. The Data layer gathers or 
generates data from sensors. On the sending side, the Encapsulation/Decapsulation layer creates a CAN message 
for the data and the Transmit/Receive layer transmits the message to the CAN bus. On the receiving side, the 
Transmit/Receive layer receives the message and the Encapsulation/Decapsulation layer extracts the data from 
CAN message and takes the necessary actions (for example, sending a reply message or sending a signal to an 
actuator). In the SecCAN protocol, we propose to replace the Encapsulation/Decapsulation layer with a secure 
version to ensure secure message transmission. 
 
In normal operating condition, all the ECUs of a vehicle do not communicate with each other. The 
communications are generally localized among few ECUs. For example, a vehicle’s cruise control system 
normally communicates with the rotating drive shaft, throttle, brake system etc. It does not communicate with 
the vehicle’s entertainment system. In our proposed scheme, ECUs of a vehicle are segmented into groups based 
on their communication patterns. Instead of using pairwise shared keys for each pair of ECUs as done in (Szilagyi 

et al, 2009),(Szilagyi et al, 2010), each group shares a permanent common group MAC key (Mд) and a permanent 

common group encryption key (Kд), thereby reducing the number of keys, which simplifies key generation and 

key distribution. A group represents a vehicle subsystem, and the valid messages for a group are known by the 
manufacturer of the vehicle. Therefore, the groups are formed according to what messages are valid for each 
group. 

4.1 Overview of key distribution and message transmission 

An ECU in a group is selected as root and at the beginning of a session, the root generates a session MAC key, 
Ms, and a session encryption key, Ks. Then the root distributes the Ms and Ks to the other nodes in its group. The 
root sends the two session keys, Ms and Ks, in two successive messages by inserting a key in the data field of a 
CAN message and securing it using the permanent MAC key and the permanent encryption key. Other members 
of the group decrypt and authenticate the message using permanent keys and receive the session keys. Any 
further communication within the group is secured using the session keys. A session is defined as the time from 
the vehicle’s ignition until it is switched off. A typical session may last from a few minutes (for a short drive such 
as going to the corner grocery store) to a few hours (long distance drive, such as going on a family vacation). 
Figure 4 shows the session key generation and distribution process. 
 
The purpose of the message authentication code is to ensure the origin and data integrity of a message within 
a group. For any message, a 32-bit MAC is computed using the MAC key, a counter, and the data using a message 
digest algorithm. In our implementation we have used SHA-256 as the digest algorithm. The computed MAC is 
divided into two 16-bit parts; the 1st 16-bits is stored in the extended identifier field and the last 16-bits is stored 
in the CRC field. In SecCAN MAC serves two purposes: it provides source authentication as well as message 
integrity. Since MAC provides data integrity it also served the purpose of CRC. In normal CAN communication, 
out of 29 bits of the extended identifier, 11 bits are used for message ID and the rest are unused. SecCAN takes 
advantage of these unused bits to store the MAC without changing the current CAN frame format. The data field 
of the CAN message is encrypted using the encryption key. As a result, our proposed scheme is backward 
compatible and does not require any hardware change.  The details of our proposed algorithm for key 
distribution and message transmission is provided in section 4.2. 

 

 

Figure 3: Software 
architecture 

 

Figure 4: SecCAN simple diagram 
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4.2 Detail algorithm 

The goal of our solution is implementing SecCAN by changing the software of an ECU without additional 
hardware. This solution enables the manufacturers or the dealers to change the software of existing vehicle's 
ECUs without incurring huge costs. In SecCAN, the ECUs of a vehicle are divided into two categories according 
to their vulnerabilities. The nodes that are connected to the outside world through the Internet, radio frequency, 
Wi-Fi, or Bluetooth are categorized as exposed nodes. The nodes which are not connected to the outside world 
are categorized as internal nodes. The group are formed according to the following two rules: 

 1. Two or more nodes will be in the same group if they communicate with each other in response to events. 

 2. The highest number of members of a group containing an exposed node must be two. 

Our assumption is that it is more likely that an adversary will compromise an exposed node and send a malicious 
message than an internal node. If the session keys of an exposed node are compromised it will impact only one 
other node in that group thereby limiting the damage. Other nodes will not receive the messages sent by the 
compromised node as they belong to different groups (and thus have different session keys). 
 
The root generates a new 64-bit Session MAC Key (Ms) and new 64-bit Session Encryption Key (Ks) and distributes 
the keys to other members of the group in each session. Following are the formal definitions of the necessary 
components for our SecCAN protocol followed by a detailed description of the algorithms for generation and 
distribution of session keys as well as subsequent transmission of messages. 
 
G is the set of all communication groups of a system. The session number is initialized with a fixed number during 
the time of manufacturing and incremented every time when a vehicle is started. G = {G1,G2,G3, . . .,Gl } where Gi 
= {e1,e2,e3, . . .,ej} and Gi ⊂ E and ∃ej,ej ∈ Gi : ej ∈ E. 

GMK is the set of all group MAC keys. GMK = {Mд1,Mд2,Mд3, . . .,Mдl } where Mдi is the group key of Gi and 
Mдi ∈ GMk,Mдj ∈ GMk : Mдi ≠ Mдj. 

GEK is the set of all group encryption keys. 

GEK = {Kд1,Kд2,Kд3, . . .,Kдl } where Kдi is the encryption key of Gi and Kдi ∈ GEk,Kдj ∈ GEk : Kдi ≠ Kдj. 

SMK is the set of group session keys. 

SMK = {∃Msi
j : i <= l and j <= k} and Msi

j is the jth session key of group i and initial value of j = 0 . 

SEK is the set of group session encryption keys. 

SEK = {∃Ksi
j : i <= l and j <= k} and Ksi

j is the jth session encryption key of group i and initial value of j = 0 . 

C is the set of counters. 
C = {C1,C2,C3, . . .,Cm} where Ci is the counter of message mi where mi ∈ M and initially Ci = 0. 

Algorithm for Session keys distribution in group Gi: 

(1) Select an ECU in each group as session keys generator and distributor. 

(2) j = j + 1 where j is the session number. 

(3) Generate a Session MAC Key (Msi
j ) using Msi

j = f (Mдi, j). 

(4) Compute 128-bit MAC using MAC = HMAC(Mдi,Msi
j , j) and truncate it to 32 bit. 

(5) Put the first 16-bit MAC into the extended identifier field, the last 16-bit MAC into CRC field and put the 

64-bit Msi
j into data field to generate a message MAC(mj). 

(6) Generate one time pad (OTP) by using f (j,Kдi), where f (j) is a one way function to change the session 

value. 

(7) Enc(MAC(mj)) = MACW(mj) ⊕ OTP where MACW(mj) is a message mj with MAC but without the first 11-

bit header. 

(8)  Send the message to CAN bus. 

(9) The other members of the group receive the message, verify the message integrity and origin integrity 

by using group key and encryption key. 
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(10) In the same way, Session Encryption Key Ksi
j can be sent to other members of the group. 

Receiving session keys in group Gi: 

(1) j = j + 1 where j is the session number. 

(2) Generate one time pad (OTP) by using f (j,Kдi) 

(3) Get MACW(mj) = Enc(MAC(mj)) ⊕ OTP 

(4) Get Msi
j from MACW(mj) 

(5) Get MAC(ext) from MACW(mj) 

(6) Compute 128-bit MAC using MAC = HMAC(Mдi,Msi
j , j) and truncate it to 32 bit. 

(7) Verify MAC(ext) == MAC 

 

Sending message mj in group Gi at session t: 

(1) Cj = Cj + 1. 

(2) Compute 128-bit MAC using MAC = HMAC(mj,Msi
t ,Cj). 

(3) Produce trunc(MAC) where trunc(MAC) is a function to truncate 128-bit MAC to 32-bit MAC. 

(4) Put first 16-bit into extended identifier field and last 16-bit into CRC field and generate MAC(mj) where 

MAC(mj) is a message mj with MAC. 

(5) One Time Pad (OTP)= f (Cj) ⊕ Ksi
t where f (Cj) is a one-way function to change the counter value. 

(6) Enc(MAC(mj)) = MACW(mj) ⊕ OTP where MACW(mj) is a message mj with MAC but without the first 11-

bit header. 

Receiving message mj in group Gi at session t: 

(1) Cj = Cj + 1. 

(2) OTP = f (Cj) ⊕ Ksi
t . 

(3) MACW(mj) = Enc(MAC(mj))⊕OTP and construct MAC(mj) by adding the 11-bit header. 

(4) Compute 128-bit MAC using HMAC(mj,Msi
t ,Cj) and produce trunc(MAC). 

(5) Extract MAC from MAC(mj) and compare the extracted MAC with the trunc(MAC). 

(6) If both are the same, receive the message mj. Otherwise, discard the message. 

5. Implementation and evaluation 

We have evaluated our protocol using a BUSMASTER (BUSMASTER, 2016)] simulator as well as in a real testbed. 
We have designed a set of experiments using 10 ECUs divided into 6 groups. One of the ECUs in each group has 
been selected as the root such that exposed node cannot be a root. The ECUs send and receive messages in a 
predefined order. Table 1 and Figure 5 shows the group formation and an example message scenario. We have 
conducted our experiments to evaluate the following: 

 Group isolation: The objective of this evaluation is to ensure that an ECU can decrypt messages that it is 
supposed to receive i.e. only the messages sent by other ECUs in its group. 

 Adherence to real time constraints: In real vehicles, there are hard real-time constraints for end-to-end 
message delays. These delays vary from 10 ms to 100 ms (Tindell et al, 1995) depending on what ECUs are 
involved in the communication. For example, communication involving the accelerator position (10ms) is 
much lower than the seatbelt warning (100ms). The objective of this experiment is to measure the overhead 
of SecCAN protocol in a real system and to estimate whether SecCAN would be able to abide by the real-
time constraint in actual vehicles.. 

5.1 Group isolation 

Table 1: Example message scenario 

Sender Signal Receiver 

Body Control Module RKE (Remote Keyless Entry) Key press (Message 
ID: 0x101) 

Transmission Control Module 

Body Control Module Ambient temperature (0x102) Engine Control Module, Transmission 
Control Module 
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Sender Signal Receiver 

Engine Control Module Engine size(0x103), Engine RPM(0x104) Body Control Module 

Engine Control Module Engine coolant temperate (0x105), Engine 
Size(0x103), VIN (0x106) 

Transmission Control Module 

Power Steering Control 
Module 

Steering Position(0x107) Anti-lock Braking System 

Electronic Brake Control 
Module 

Brake(0x108) Anti-lock Braking System, Cruise 
Control Module 

Air Bag Control Module Airbag lamp status(0x109) Mechanical Instrument Cluster 

Engine Control Module RPM (0x111) Mechanical Instrument Cluster 

Entertainment System Radio(0x112) Body Control Module 

 

 

Figure 5: Group formation 

We have evaluated group isolation using both BUSMASTER and the physical testbed. In the case of BUSMASTER, 
we have implemented an in-vehicle network with 10 ECUs and programmed them according to our protocol and 
a test scenario using the BUSMASTER simulation language. The simulation shows that an ECU can receive and 
decrypt the messages sent by ECUs in the same group, while the ECUs of other groups cannot decrypt the 
messages and thus ignore the messages. BUSMASTER has a feature of injecting CAN messages into the network. 
We have crafted normal CAN messages (unencrypted) and injected them into the network. These messages 
were ignored by the ECUs. We have also repeated the same experiment by crafting messages encrypted with 
fictitious keys. These messages were also ignored by the ECUS. For the second set of experiments, we have 
constructed a physical testbed, shown in Figure 6. Our testbed consists of two main types of hardware: ECUs 
and sniffers/injectors. The ECUs of the physical testbed were programmed to implement our protocol using 
MPLAB (MPLAB, 2018). We repeated the same experiments as in the BUSMASTER simulator. Except in case of 
experiments with the physical testbed we have used the push button switches to simulate sending of a message, 
and if a message is correctly received and decrypted the ECU lighted the LED. The experiment shows that ECUs 
of the same group successfully received the messages and lit the LED while the ECUs of other groups did not 
receive the messages successfully and did not light the LED. We have also injected CAN messages through the 
Kvaser leaf from the BUSMASTER to simulate message injection into the network by adversaries. These messages 
were not received by the ECUs. These experiments indicate that our protocol not only successfully secured the 
messages but also isolated them within a group. As a result, even if the session keys of a group are compromised 
the damage is contained within a group. 

 

Figure 6: Physical testbed 

 

Figure 7: Normal CAN and SecCAN 
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5.2 Adherence to real time constraints 

This experiment also used the physical testbed. The use of a physical testbed was particularly important for this 
experiment because BUSMASTER cannot simulate the processing power of physical ECUs. Whether the protocol 
can adhere to real-time constraints is directly impacted by both the power of the device on which the protocol 
will run as well as the computational complexity of the protocol. 
 
For this experiment, we instrumented the code that was flashed on the ECUs to measure transmission time and 
compute time. For this implementation, all computation is done by the protocol’s algorithms. In other words, in 
a normal ECU, some computational time might be used to compute temperatures, rotations, etc., but we did 
not include such functionality in our testbed. 
 
Furthermore, we ran two sets of experiments. One set of experiments generated normal CAN traffic, and the 
second set of experiments generated CAN traffic using SecCAN, our secure protocol. 
 
The results of the experiments are shown in Figure 7. The X axis shows the number of messages generated. The 
experiment, for 1 through 5 messages, was executed multiple times, and the average time to send and receive 
the messages was recorded, as shown in the Y axis. The time to send and receive the messages includes the 
computation time at both the sender and receiver as well as the message transmission time. However, 
transmission time for the normal CAN and SecCAN are the same because the message size does not change. 
Therefore, the difference in the two lines in the graph are because of the implementation of our protocol. 
 
The SecCAN protocol adds additional overhead for communication. From figure 7, it can be seen that the end-
to-end delay is 6.8 ms. Since in our prototype testbed we have used ECU chips and wires that are used by 
manufacturers in real vehicles, SecCAN performance overserved on the testbed should be comparable to real 
vehicles. Also, our experiments show that the end-to-end message delay is less than the minimum requirements 
of real-time constraints of CAN (Tindell et al. 1995). The data about message delays in real vehicles were not 
available at the time of writing the paper (as these data are manufacturer specific and is not available publicly). 
Due to the unavailability of data, we couldn’t compare our experimental results with real systems. 

6. Conclusion and future work 

We have presented a discussion on the existing research work in securing CAN with a focus on how they are 
violating the practical constraints to be adopted by the current automobile industry. We have presented a secure 
CAN protocol called SecCAN. The basic principles of SecCAN are segmentation-based message authentication 
codes and encryption using shared group keys. The evaluation of our proposed scheme using the BUSMASTER 
simulator and a real ECU-based testbed indicate that it can effectively prevent masquerade and replay attacks. 
The main advantage of our proposed scheme is that it can be easily adopted in a vehicle by reflashing the ECUs 
without changing any hardware. Also, our proposed scheme does not violate hard real-time deadlines required 
by CAN and it does not change the CAN packet format. However, our proposed scheme does not address DoS 
attacks, nor does it detect malicious software updates. However, we believe that our proposed scheme is a step 
in the right direction. Our future plans include developing a protocol with additional hardware that can 
effectively prevent DoS attack and software modification attacks in addition to masquerade attacks, replay 
attacks and snooping. 
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